Lecture 17: Linear Systems with
Constant Coefficients
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Linear systems with constant coefficients

We consider systems of the form

X' = AX

n

where A is a constant n X n matrix and X takes values in |

Based on the results of the general theory we need to find a fundamental
solution X (?), ..., X (7).



Searching for a solution

We try solutions of the form
X(t) = e"u
where 7 is a number and U Is a non-zero vector that must be determined.
Substituting into the system X’ = AX we get
(e"a) = re"u = Ae"u,
Therefore,
e""(A —rhHhu = 0.
Since " # (0 we conclude that r, u must satisfy the equation

(A—rhu = 0.



Eigenvalue problem

The equation (A — rl)u = 0 is the eigenvalue equation for the matrix A. That
is, the solutions r, u are the eigenvalues and eigenvectors respectively of A.

For the equation (A — rl)u = () to have non-zero solutions u we need that r is a
root of the n-th degree characteristic polynomial

p(r) = det(A — rl),

that is, r is an eigenvalue of A. Then u is the corresponding eigenvector. Note
that u Is not unique but is determined only up to a multiplicative constant, that
is, if W is an eigenvector for r, then su, s # 0 is also an eigenvector for r.



Example 1

For A = [? :3] we have that A — rl = [2 I : _2_3 r]'

Then p(r) = det(A — rl) = r* — 1.

Therefore, the eigenvaluesarery = — 1, r, = 1.

For the eigenvalue r; = — 1 we have the eigenvector u = [u; u,]’ that satisfies

e
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. 3 =3 |"“ O] .
The equations = give u; = u,. I'hen we can take the
o 1
corresponding eigenvector to be u; = [ ] .

1

For the eigenvalue 7, = 1 we have the eigenvector u = [u; u,|’ that satisfies

ol B

and gives u; = 3u,. Then we can take the corresponding eigenvector to be

-]



Example 2

1 =2

For A =
o [2 1

l—r =2
h that A — 7l = .
[ermra |57 2]

Then p(r) = det(A — rl) = > — 2r + 5.
Therefore, the eigenvaluesarery =1 —2i, r, = 1 + 21

For the eigenvalue r; = 1 — 2i we have the eigenvector u = [u; u,]’ that

satisfies
21 =2| % O
— rihHu = — .
a=rvn= 1330 )= o



L u
The equations [221 22] [ ul] [ ] glve Iu; = U,. Then we can take the
l

corresponding eigenvector to be u; =

For the eigenvalue 7, = 1 + 2i we have the eigenvector u = [u; u,|’ that

satisfies
—21 =2\ " 0
A—rlu = — |
and gives —iu; = u,. Then we can take the corresponding eigenvector to be

2T [—lz]



Remark

If r is a complex eigenvalue of a real matrix A then 7 (the complex conjugate of
1) Is also an eigenvalue.

Moreover, if U Is an eigenvector for r then u is an eigenvector for 7, since

AU=Au=7u=7ru.



Poll

Consider the matrix A = [; ;] . The vector u = [_32] IS...

Choose the correct answer at pollev.com/ke1.

A. ... not an eigenvector of A.

B. ... an eigenvector of A with eigenvalue 1.
C. ... an eigenvector of A with eigenvalue 4.
D

. ... an eigenvector of A with eigenvalue -1.



http://pollev.com/ke1

Linearly iIndependent eigenvectors

Theorem. If the n X n matrix A has n linearly independent eigenvectors
u;, ..., u, with real corresponding eigenvalues ry, ..., r,, then the general solution
of the linear system X' = AX is

x(1) = cie""uy + -+ + ce’u,,.

Proof. Based on the results for general linear systems, it is sufficient to show that

the vector valued functions x,(f) = e"*u,, k = 1,..., n are a fundamental
solution. For this to hold it is sufficient to check that the Wronskian

Wilx,, ..., X, |(#)) # O for some 1, € R. Take 7, = 0. Then

Wix,,...,x [(0) = det[x,(0) ... x,(0)] =detfu; ... u ] #0,

since the vectors u;, ..., u, are linearly independent.



Example

1 =2

Consider the linear system X’ = AX where A = [2 _3] . Recall that the
eigenvalues are — 1 and 1 with corresponding eigenvectors [1] , [3] .

11 |1

Then the general solution is

1
1

J —

ce '+ 3c,e’
X(t) = cje” 3] ! -

4 [
CH€ [1

cie”" + e’



Real distinct eigenvalues

Theorem. If ry, ..., r, (with 1 < m < n) are real distinct eigenvalues of A then
the corresponding eigenvectors u,, ..., u_ are linearly independent.

Corollary. If the matrix A has n real distinct eigenvalues ry, ..., r, With

corresponding eigenvectors u,, ..., U, then a fundamental solution of the linear
system X' = Axis e'''uy, ..., e"'u .



Complex eigenvalues

Consider now the case where one of the eigenvalues of A is complex,
r = a + ip, with eigenvector u = a + ib. Recall that this means that then
7 = a — 1f is another eigenvalue with eigenvector u = a — ib.

Since W(?) = e"'u and W(¢) = 't are complex vector valued solutions of the

linear system X’ = AX we can combine them to create real vector valued
solutions:

1 1
X(7) = E(W(t) + W(?)) = Rew(7) and Xx,(f) = z—i(w(t) — W(r)) = Imw(z).



We have
w(f) = e “Pl(a + ib) = e™(cos(pt) + i sin(fr))(a + ib)

= e¥(cos(ft)a — sin(ft)b) + ie™(sin(fr)a + cos(ft)b)

Therefore,
X, (1) = e®(cos(ft)a — sin(fr)b) and x,(r) = e*(sin(fr)a + cos(fr)b).

It can be proven that these two vector valued functions are linearly independent.



Example

1 -2

2 1 |

complex eigenvalue is r = 1 + 2i with corresponding eigenvector u = [ ] .
—1

Jo-[s)

Using the relations we obtained earlier we find

X,(f) = ¢' <cos(2z) [(1)] _ sin(25) [_O 1]) — ¢ [Zij((;t))]

Consider the linear system X’ = AX where A = [ ] . Recall that one

Therefore,a =1,/ =2,a =




and

X,(f) = e’ (sin(Zt) + cos(20) [_O 1] ) — ¢ [_Siz(i;)t)] |

1
0
Therefore the general solution is

¢, cos(2t) + ¢, sin(2t)]

X(1) = ¢1%(1) + %y (1) = €' [Cl sin(21) — ¢, cos(21)

Remark. It is rather difficult to remember the general expressions for X,(7) and

1

] and compute the
—1

X,(f). What we do in practice is to write w(z) = e!! T2V [

real and imaginary parts of w(?).



Poll
E h

Consider the linear system X' = AX where A has eigenvalues r; = — 2,1, = — [, r; = 1 with

corresponding eigenvectors u; = [1 0 0], u, = [0 1 —i], uy =[0 1 i]". What is the general
solution of the linear system?

Choose the correct answer at pollev.com/ke1.

e~ 0 0 e~ 0 0
Aci] O | +¢ [cost| +¢c3 | —sint B.c;| O | +¢ | cost | +¢3 | sint
0 Sin ¢ COS ¢ 0 —SIn ¢ COSt

e~ 0 0 e 1 1
C.ci] 0 | +¢ |cost| +¢5 | sint D.ciy | 1 | ¥ ¢ |cost| +¢c3 | sint

0 Sin ¢ —COS ¢ 1 S1n ¢ —COS ¢
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